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Abstract— Multicast is an efficient means of transmitting the
same content to multiple receivers while minimizing network
resource usage. Applications that can benefit from multicast
such as multimedia streaming and download, are now being
deployed over 3G wireless data networks. Existing multicast
schemes transmit data at a fixed rate that can accommodate
the farthest located users in a cell. However, users belonging
to the same multicast group can have widely different channel
conditions. Thus existing schemes are too conservative by limiting
the throughput of users close to the base station. We propose two
proportional fair multicast scheduling algorithms that can adapt
to dynamic channel states in cellular data networks that use time
division multiplexing: Inter-group Proportional Fairness (IPF)
and Multicast Proportional Fairness (MPF). These scheduling
algorithms take into account (1) reported data rate requests from
users which dynamically change to match their link states to the
base station, and (2) the average received throughput of each user
inside its cell. This information is used by the base station to select
an appropriate data rate for each group. We prove that IPF and
MPF achieve proportional fairness among groups and among all
users in a group inside a cell respectively. Through extensive
packet-level simulations, we demonstrate that these algorithms
achieve good balance between throughput and fairness among
users and groups.

I. INTRODUCTION

As of July 2006, the number of CDMA2000 1xEV-DO sub-
scribers has exceeded 38.5 million [1]. Third-generation (3G)
wireless data networks support high data rates, e.g. 2.4 Mbps
for CDMA2000 1x Evolution-Data Optimized (1xEV-DO) [2]
and up to 14.4 Mbps for UMTS High-Speed Downlink Packet
Access (HSDPA) [3], enabling a broader range of bandwidth-
intensive services. These include streaming media such as the
MobiTV service [4] from Sprint, Cingular and Alltel, and the
VCast service [5] from Verizon. More sophisticated services,
ones which incorporate location information, e.g., live regional
traffic reports, geographically targeted advertisements, are ex-
pected next. A key factor distinguishing these new applications
is that they are naturally amenable to multicast transmission
from the base station in a cell.

There has been much research on unicast scheduling in
cellular networks (e.g., [2], [6], [7], [8], [9], [10], [11],
[12], [13]). Typically, these systems employ Time Division
Multiplexing (TDM) in the downlink direction; real time is
divided into small fixed time slots. For example, CDMA2000
1xEV-DO downlinks use TDM with a time slot length of 1.67

ms. During different time slots, each user may experience a
different signal-to-noise ratio (SNR), which determines the
maximum rate at which this user can receive data reliably. For
unicast, for each slot, each user sends the Data Rate Control
(DRC) message specifying this maximum rate back to the
base station. Since each user can specify a different DRC,
the unicast scheduler at the base station needs to decide on
which user serve at each slot based on user DRC feedback.
Once the base station selects a user, it transmits to the user
using a modulation and error coding scheme suitable for its
DRC rate. Note that if the base station sends at a rate higher
than the DRC rate of user, then the user cannot receive any
data. State of the art unicast schedulers exploit channel states
of users to increase overall throughput; usually by favoring
transmissions to users with high DRC rates.

What makes the design of a multicast scheduler different
from unicast? In multicast, at each time slot, the base station
can transmit only to one multicast group at one rate. There
are multiple multicast groups in a cell and each multicast
group may contain a different number of users which might
be located at diverse locations within a cell. Note that a
multicast group may span over multiple cells, however, since
multicast scheduling applies to one base station, we restrict
our consideration only to one cell. The primary difficulty in
multicast scheduling for 3G cellular data networks stems from
the mismatch in data rates attainable by individual users within
a multicast group. Recall that if the base station transmits data
at a higher rate than the maximum rate that a user’s mobile
device can handle, then the device is incapable of decoding
any of the transmitted data. Since all users in a multicast group
must be subject to the same transmission rate picked by the
base station at each time slot, it is difficult to find one rate at
which the base station sends multicast to a group. If it sends
at the highest rate that users ask for, then there will be many
users who may not get the transmission, and if the base station
sends at the lowest rate requested by the users in a group, then
other users with higher DRC rates (better channel condition)
will be subject to rates lower than their DRCs. Therefore the
challenging job of the multicast base station is that at each time
slot, the base station must decide which group to transmit to,
and choose what rate to transmit to that group as shown in
Figure 1.
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Fig. 1. Time slots for multicast schedulers. At each time slot, based on the
DRC feedbacks from all users, one group is selected, and one data rate is
selected to transmit to the chosen group. Gi represents the selected group i,
and rgi (t) represents transmission rate to group i at time slot t.

One simple way of multicast scheduling is to fix the trans-
mission rate to a default value and do a round-robin among all
the groups. The default rate is typically set to handle the DRC
values of potential users located at the edge of a cell. This rate
is the worst rate because it assumes that there is always a user
at the edge of the cell regardless whether such a user is actually
present or not. The current CDMA2000 1xEV-DO networks
use this approach with a fixed rate of 204.8 kbps [6]. However,
this scheme does not take into consideration user DRC rates,
so it significantly limits the throughput of users, especially for
those close to the base station with good channel conditions.
Furthermore, this scheme does not necessarily maximize any
form of user utility, therefore it is oblivious towards fairness
between users and between groups.

Perhaps the natural solution to improve multicast data
throughput is to partition users with similar channel conditions
into the same multicast group. However, because of the
channel condition dynamics and significant signaling overhead
associated with group membership changes, such a solution
is not practical. Our goal is to improve multicast throughput
without imposing membership changes.

Instead of fixing multicast data rates to the lowest rate
requested by users in a group, we propose two multicast
scheduling schemes that leverage the unicast feedback of user
DRC rates to select an appropriate multicast data rate and
a group for transmission in each TDM slot. To improve the
system throughput, our algorithms may select higher rates than
the lowest rate requested by a group. This means that when
the bast station chooses a multicast group and its transmission
rate, some users in that group may not be able to receive
the transmitted data. Therefore choosing the group data rate
is as important as deciding the group to transmit to. Because
user channel conditions vary, different users will miss different
packets in the multicast stream. We next describe how such a
scheduler is useful in different application scenarios.

In this paper, we consider two different types of multicast
application scenarios and present two multicast scheduling
algorithms that maximize two different utility functions. The
first is applicable to delay tolerant cooperative data downloads
while the second applies to multimedia content distribution for
typical 3G multicast data networks.

In the first scenario, the objective of this scheduler is
to maximize the sum of logT gk for all groups. We assume
that for group k, the utility of the entire group is logT gk ,
where T gk is the group throughput for group k and the group
throughput is defined as the sum of individual user receiving
throughput within a group. We call this scheduler the Inter-

group Proportional Fair (IPF) scheduler.
IPF is likely to be useful in delay tolerant networks, possibly

with nomadic users who have intermittent connectivity. IPF
is useful when group members can cooperatively download
data (which they share within the group), perhaps by forming
an ad-hoc network. The original data could be source coded,
e.g. using digital fountain type codes [14], [15], and the
downloaded data could be subsequently reconciled within a
group [16].

In the second scenario, multiple groups of users stay in a cell
and these users receive some (possibly different) multimedia
content from the base station. We consider a utility function
of the form, logTi, where Ti is the receiving throughput of
user i. User i’s utility (or happiness) increases if more packets
are received (user happiness increases fast at the beginning
and slows down gradually). The scheduler’s objective is to
maximize the sum of logTi for all user i’s in a cell; we call
such a scheduler Multicast Proportional Fair (MPF) scheduler
as it needs to achieve proportional fairness [17] (because of
the log utility function) within the constraint of multicast.

Recall that the MPF scheduler will sometimes select data
rates that cause certain users (at the far edge of the cell)
not to be able to receive data during certain time slots. This
will certainly translate into lost packets and subsequently
lost application frames for the users. Some forward error
correction schemes can be applied (at a packet level) such
that these poorly situated users can recover some portion of
the application data. However, doing so defeats the purpose
of varying the rates since the users who are capable of
receiving at a higher rate will, instead, receive (redundant)
error correcting packets. Ideally, while users with poor channel
conditions receive a “base” level of service, users with better
channel conditions receive a higher quality data service.

The rest of the paper is organized as follows. In Section II
we introduce our system model; in Sections III and IV, we
present our IPF and MPF algorithms and provide proofs of
the proportional fairness property; in Section V, we describe
our simulation setup and results; in Section VI, we present an
overview of related work. We conclude in Section VII.

II. MODEL DESCRIPTION

We consider a system with one base station (BS), and
only multicast transmission is scheduled. Mobile devices are
capable of maintaining unicast and multicast transmissions
simultaneously and the base station uses the DRC feedback
for the unicast connection to determine multicast data rate.
Throughout this paper, we use the terms user, terminal, and
mobile device/access terminal (AT) interchangeably.

Recall that during a time slot, the unicast scheduler has
to make a single decision, namely, which AT to transmit to.
However, the multicast scheduler needs to make two decisions:
(a) which group to transmit to and (b) the data rate at which
to transmit.

A. Notation

We use the following notation:



� G: the number of multicast groups.� rik(t): DRC of Access Terminal (AT) i in group k at timet. We assume 0 < rmin � rik(t) � rmax where rmin
and rmax represent the minimum and maximum possible
DRC, respectively, and set D = rmax � rmin + 1.� rgk(t): feasible rate assigned to group k at time t.� Tik(t): the (exponential/moving) average throughput of
AT i in group k at time t.� Sk: size of group k, i.e., total number of ATs in group k.� ~ri(t)=fr1i(t); :::; rSii(t)g: DRC of group i at time t.� X = f~r1(t); ~r2(t); :::; ~rG(t)g 2 
 is a DRC vector
of the system where 
 is a collection of all feasible
DRC vectors. We say X is feasible, i.e., X 2 
 if
each component of X lies between rmin and rmax.
Let P be the number of all feasible DRC vectors, i.e.,
=fX1; X2; : : : ; XP g whereXi=fxi1;1; xi2;1; : : : ; xiS1;1; xi1;2; : : : ; xiSG;Gg
We assume xim;k (i=1; 2; : : : ; P ; k=1; 2; : : : ; G; m=1; 2; : : : ; Sk) are all positive integers, as well asrmin; rmax (or else we can rescale them); and defineRi = rmin + i� 1: (i = 1; 2; : : : ; D) (1)

Let S denote the scheduler under discussion and1Sk (t) := (1; S chooses to serve group k at time t0; otherwise: (2)

Then, the (exponential/moving) average throughput is updated
at each time t byTik(t+ 1)=(1� 1tc )Tik(t) + 1tc rgk(t)1sk(t)1frgk(t)�rik(t)g
where tc is latency time scale in number of time slots. In other
words, AT i in group k will receive rate of rgk(t) only if the
group k is selected and its DRC value rik(t) is no less thanrgk(t). Similarly, we defineISi (t) := (1; S chooses to serve at rate Ri at time t0; otherwise.

(3)

III. INTER-GROUP PF SCHEDULER

In this section we propose a multicast scheduler that
achieves inter-group proportional fairness (IPF). Denote the
(aggregate) throughput of group k at time t byT gk (t) := SkXi=1 Tik(t): (4)

We define �k;t(y) = SkXn=1 y1fy�rnk(t)g (5)

as the aggregate rate of all ATs in group k at time t when
the BS’s transmission rate is y. Let TSk be the long-term

(arithematic) average throughput of group k under schedulerS. Then, we haveTSk = limN!1 1N NXt=1 1Sk (t)�k;t(rgk(t)); (6)

and similarly for TS�k with 1Sk (t) replaced by 1S�k (t). We
assume that the long-term average throughput always ex-
ists [12] for any multicast scheduler S under our consid-
eration. In this case, note that we can also write TSk =limN!1 1N PNt=1 T gk (t), i.e., the arithmetic time average and
exponential average become identical in the limit.

Definition 1: A scheduler S� is IPF if, for any other sched-
uler S, GXk=1 TSk � TS�kTS�k � 0; (7)

where TSk and TS�k are defined as in (6). In other words, the
aggregate of proportional changes in the long-term average
group throughput of S� caused by any other scheduler S must
be non-positive. 2
A. IPF Scheduling Algorithm

IPF scheduler S�:

The feasible rate assigned to group k at time t isrgk(t) = argmaxy �k;t(y): (8)

The BS chooses group k(t) to transmit at ratergk(t),
where k(t) = argmax1�k�G �k;t(rgk(t))T gk (t) : (9)

Note that rgk(t) represents the transmission rate at which
the aggregate rate of group k is maximized. We observe thatrgk(t) is always equal to the DRC of some AT in that group.
To see this, suppose otherwise that rgk(t) falls between DRC
values of two ATs in that group. Then, from (5), we can always
increase rgk(t) to the larger DRC (between these two values),
which further increases �k;t, and this leads to a contradiction.
In consequence, we call rgk(t) the DRC of group k, which
plays the similar role in selecting a group to transmit, as the
DRC of one node does in selecting a node to transmit in the
unicast setting [9], [13], [18].

Once the DRC of each group is determined, the BS selects
group k(t) as indicated by (9). Note that this is similar to
what unicast PF scheduler does, i.e., preferring to the group
that receives smaller amount of service (T gk (t)) up till now
compared to its capability (�k;t(rgk(t))) [18].

Note that the definition of IPF in (7) is ill-defined whenTS�h = 0 for some h. Under the proposed scheduler S�,
however, we show that this never happens.

Lemma 1: For any 1 � k � G, TS�k > 0. 2



Proof: We here provide the outline of the proof. See [19]
for the detailed proof. First, we see that TS�k0 > 0 for at
least one k0. This is because

PGk=1 TS�k is lower bounded byrmin=(S1+S2+ :::SG) > 0 since at any time at least one
AT in one group gets served at rate no less than rmin > 0.
Then it can be shown that if TS�k0 >0 for some k0, then there
exists � > 0 (as a function of rmin; rmax and Sk0 ) such thatTS�h =TS�k0 � � > 0 for any 1�h�G. To see this, assume the
reverse inequality. Then there exists t0 > 0 such that group k0
will never be served after t0 since�k0;t(rgk0 (t))T gk0(t) < �h;t(rgh(t))T gh (t) ; for all t > t0;
which leads to TS�k0 =0, a desired contradiction.

B. Inter-group PF

We here prove that scheduler S� achieves IPF. To proceed,
we define by fS�;Sk;h;i;j(p) (1� i; j�D; 1�k; h�G; 1�p�P )
the empirical probability that the DRC vector is Xp, S� selects
group k, transmission rate Ri as defined in (1), and S selects
group h, transmission rate Rj . To be precise,fS�;Sk;h;i;j(p) = limN!1 1N NXt=1 1S�k (t)1Sh (t)IS�i (t)ISj (t)� 1�fr11(t);::: ;rSGG(t)g=Xp	 (10)

where 1S�k and 1Sh are defined in (2), whereas IS�i andISj are defined in (3). fS�;Sk;h;i;j(p) can be looked as the joint
probability mass function (pmf) indicating the probability thatfgroup index, AT indexg given by S� and S are fk; ig andfh; jg respectively, when the DRC vector is Xp. From above
arguments, we have the following:

Lemma 2: For any k; h; i; j; p, we haveSkXn=1 fS�;Sk;h;i;j(p)Ri1fxpn;k�RigTS�k � ShXn=1 fS�;Sk;h;i;j(p)Rj1fxpn;h�RjgTS�h :
(11)2

Proof: The result becomes trivial when fS�;Sk;h;i;j(p) = 0.

So, we only need to consider the case of fS�;Sk;h;i;j(p) > 0. In
this case, there exists tm (1�m�Tf), where Tf is the total
number of time slots, such that1S�k (tm)1Sh (tm)IS�i (tm)ISj (tm)1ffr11(tm);::: ;rSGG(tm)g=Xpg=1:
Hence, all terms on the LHS are equal to 1, and thus rgk(tm)=Ri for all such m since IS�i (tm) = 1, which then leads to�k;t(rgk(tm)) = �k;t(Ri). Also, group k is selected by our
scheduler S� at every such tm since 1S�k (tm)=1. Consequently,
from (9), we have�h;tm(rgh(tm))TS�h � �k;tm(rgk(tm))TS�k ; (1�m�Tf ): (12)

When h = k, from (8), the result follows by noting that

LHS of (11)fS�;Sk;h;i;j(p) = �k;tm(rgk(tm))TS�k � �k;tm (Rj)TS�k = RHS of (11)fS�;Sk;h;i;j(p) :
When h 6= k, we have

LHS of (11)fS�;Sk;h;i;j(p) = �k;tm(rgk(tm))TS�k � �h;tm(rgh(tm))TS�h (13)� �h;tm(Rj)TS�h = RHS of (11)fS�;Sk;h;i;j(p) ; (14)

where the inequality in (13) is from (12) and (14) is from (8).
This completes the proof.

We now show the following.

Proposition 1: The multicast scheduler S� described in (8)
and (9) is IPF. 2

Proof: By expanding TS�k and TSh in terms of their joint
pmf with respect to the DRC vector Xp, we haveTS�k = SkXm=1 GXh=1 Xp2P;i;j2D fS�;Sk;h;i;j(p)Ri1fxpm;k�RigTSh = ShXn=1 GXk=1 Xp2P;i;j2D fS�;Sk;h;i;j(p)Rj1fxpn;h�Rjg; (15)

where P = f1; :::Pg and D = f1; :::Dg.
For notational simplicity, we use

Pp;i;j instead ofPp2PPi;j2D. Observe now thatGXh=1 TShTS�h = GXh=1 ShXn=1 GXk=1Xp;i;j fS�;Sk;h;i;j(p)Rj1fxpn;h�RjgTS�h= GXh=1 GXk=1Xp;i;j ShXn=1 fS�;Sk;h;i;j(p)Rj1fxpn;h�RjgTS�h� GXh=1 GXk=1Xp;i;j SkXn=1 fS�;Sk;h;i;j(p)Ri1fxpn;k�RigTS�k= GXk=1 SkXn=1 GXh=1Xp;i;j fS�;Sk;h;i;j(p)Ri1fxpn;k�RigTS�k= GXk=1 TS�kTS�k = GXh=1 TS�hTS�h ;
where both the first and the fifth equalities are from (15) and
the inequality follows from Lemma 2. This shows (7) and we
are done.

In our IPF algorithm, each group has to decide its “group
DRC” rg as a representative value 1 (See (8)). Depending on
the DRC values of users in that group (ri; i = 1; 2; : : : ; S),
some of them will get that rate and some of them will not
(zero rate). Note that the BS does not care why each group

1For simple exposition, we here suppress the group index k and time indext from the original definitions.



asks that rate; it only performs the usual PF scheduling based
on these group DRCs. We already saw that under IPF, the
group rate rg maximizes the total aggregate rate to that group
if the BS chooses that group for service at rate rg .

As briefly mentioned in the introduction, we can interpret
the IPF algorithm as a fair and reliable transfer in delay-
tolerant, lossy multicast networks. Consider a multicast net-
work with some delay-tolerant applications where each packet
transmission is subject to high error/loss due to severe wireless
link characteristics or interference, etc. Let q be the probability
that each packet transmission (from the BS to each user in
a chosen group) is successful. We assume q is very small
(unreliable network) and that each packet is subject to an
error independently of everything else. Note that under IPF
scheduler S�, we haverg = argmaxy �(y); (16)

where �(y) =PSi=1 y1fy�rig.
Suppose the BS chooses rate y for this group (y packets

per unit time slot). Then, the number of users M = M(y)
that receive rate of y (non-zero rate) in that group becomesM = PSi=1 1fy�rig. Note that each packet transmission will
be successful with probability q, and that there are M such
duplicate packets. Thus, the probability P that at least one of
these M packets will get through (delivered to at least one
user in that group) becomesP = 1� (1� q)M � qM for small q:
Then, the average number of successful packets EfNsg deliv-
ered to that group becomes

EfNsg = yP � qyM = q SXi=1 y1fy�rig = q�(y): (17)

So EfNsg is maximized when y is the maximizer of the RHS
of (17). Note that, this is exactly the group rate selection
algorithm for IPF as in (16). In other words, under IPF, the
group DRC corresponds to the “most reliable” rate for that
group.

IV. MULTICAST PF SCHEDULER

In this section we propose a multicast scheduler that
achieves the proportional fairness among all the users (ATs)
in the system. To distinguish it from PF in the unicast setting,
we call it Multicast PF (MPF).

Let TSm;k be the long-term (arithmetic) average throughput
of AT m in group k under scheduler S. Then, we haveTSm;k = limN!1 1N NXt=1 1Sk (t)rgk(t)1frgk(t)�rmk(t)g: (18)

As in Section III, we assume that the long-term average
throughput exists for any multicast scheduler S under con-
sideration.

Definition 2: A scheduler S� is MPF if, for any other
scheduler S, GXh=1 ShXn=1 TSn;h�TS�n;hTS�n;h �0; (19)

where TSn;h and TS�n;h are defined as in (18). In other words,
the aggregate of proportional changes in the long-term average
user throughput of S� caused by any other scheduler S must
be non-positive. 2
A. MPF Scheduling Algorithm

MPF scheduler S�:

The feasible rate assigned to group k at time t isrgk(t) = argmaxy 'k;t(y); (20)

where 'k;t(y) = SkXn=1 yTnk(t)1fy�rnk(t)g: (21)

The BS chooses group k(t) to transmit at ratergk(t)(t)
where k(t) = argmax1�k�G 'k;t(rgk(t)): (22)

Note that rgk(t) is the transmission rate at which ‘weighted’
aggregate rate of group k is maximized, where the weight of
each AT is 1=Tnk(t), and Tnk(t) is the (exponential/moving)
average throughput of AT n in group k at time t. Thus, if
the AT has received less throughput so far (smaller Tnk), then
that AT will have more weight (importance) in determining
the feasible rate rgk(t) in (20) as well as the group selection
in (22), since smaller Tnk will make 'k;t(rgk(t)) also larger.
As a special case, when there is only one user in each group,
i.e., the size of all groups is 1, note that MPF scheduler S�
becomes the usual unicast PF scheduler [9], [13], [18].

Similarly as in Lemma 1, we can also show the following
for scheduler S�.

Lemma 3: For any 1�k�G and 1�m�Sk, TS�m;k>0. 2
Proof: See the technical report [19].

B. Multicast PF

Define fS�;Sk;h;i;j(p) in the same way as in (10) with S� replaced
by S�. The following will then be used to prove MPF:

Lemma 4: For any k; h; i; j; p, we haveSkXn=1 fS�;Sk;h;i;j(p)Ri1fxpn;k�RigTS�n;k � ShXn=1 fS�;Sk;h;i;j(p)Rj1fxpn;h�RjgTS�n;h :2
Proof: The proof follows the same line as in Lemma 2

by using (20) – (22) instead of (8) and (9).

Proposition 2: The multicast scheduler S� described in
(20)–(22) is MPF. 2



Algorithm Rate selection scheme Group selection scheme

IPF rgk(t) = argmaxy �k;t(y) k(t) = argmax1�k�G �k;t(rgk(t))Tgk (t)
MPF rgk(t) = argmaxy 'k;t(y) k(t) = argmax1�k�G 'k;t(rgk(t))
MAX rgk(t) = argmaxy �k;t(y) k(t) = argmax1�k�G �k;t(rgk(t))
MIN rgk(t) = minn rnk(t) k(t) = argmax1�k�G rgk(t)SkTgk (t)

TABLE I

A SUMMARY OF SCHEDULING ALGORITHMS. THE DEFINITIONS FOR �k;t ,'k;t , AND T gk (t) ARE DEFINED IN (5), (21) AND (4) RESPECTIVELY.n
CAN BE ANY NUMBER IN f1; 2; : : : ; Skg.

Proof: Expand TS�m;k; TSn;h in terms of their joint pmf with
respect to the DRC vector Xp, i.e.,TS�m;k = GXh=1 Xp2P;i;j2D fS�;Sk;h;i;j(p)Ri1fxpm;k�RigTSn;h = GXk=1 Xp2P;i;j2D fS�;Sk;h;i;j(p)Rj1fxpn;h�Rjg: (23)

Then the proof becomes similar to that of Proposition 1, by
using (23) and Lemma 4, hence we omit the details.

V. SIMULATIONS

To evaluate the performance of our algorithms, we conduct
packet level simulation using ns-2 [20]. We consider one base
station serving multiple mobile users with random locations.
We generate a DRC trace for each user as follows: at each
time slot t, the DRC value for user i is predicted based on its
position and a simulated channel fading process considering
both slow fading and fast fading. Channel is modeled with
slow fading as a function of the client’s distance from the base
station, and fast fading using Rayleigh fading. The combined
effect is then mapped to a list of supported DRC values (in
kbps) of f0, 38.4, 76.8, 153.6, 204.8, 307.2, 409.6, 614.4,
921.6, 1228.8, 1843.2, 2457.6g according to CDMA2000
1xEV-DO specification. We assume the input buffer at the base
station is constantly backlogged. We run the simulation for 30
seconds, and evaluate the performance of different algorithms
listed in Table I with different group formation using the same
DRC traces. In order to avoid transient effects, we discard
results from the initial 3 seconds.

Table I shows the four scheduling algorithms we test in
our simulation studies. Among them, IPF and MPF have been
discussed in Sections III and IV respectively. Recall that
we provide IPF and MPF in multicast systems for tradeoff
between throughput and fairness. The best way to test their
performance is to compare them with other algorithms that
achieve the maximum throughput or optimal fairness. This is
why MAX and MIN schedulers are provided. MAX aims at
the maximum aggregate throughput, and MIN gives every user
in the same group the absolutely fair share.

A. Objective Functions

As shown in Section III and IV, different algorithms max-
imize different objective functions. Given that Ti is user i’s
throughput and T gk is group k’s throughput, MAX maximizes
the aggregate throughput of all users,

Pi Ti, MPF maximizes
the sum of log utility function of individual user throughput,Pi logTi, which is a measure of total happiness of individual
users, and IPF maximizes the sum of log utility function
of group throughput

Pk logT gk and group throughput T gk is
measured by the aggregate of user throughput in a group k. In
the case of IPF, the objective is to achieve the highest group
happiness rather than individual happiness.

We conduct two sets of experiments to verify that these
algorithms do indeed maximize their respective objective
functions given various group configurations and to see the
performance difference among various algorithms in terms of
the given objective functions. In the first set of experiments,
we fix the number of users served by the base station to 32,
and divide them into equal-sized groups. Each setup can be
represented by a tuple (n; g), where n is the number of groups
and g is the group size. We conduct simulation runs for the
following 6 values of (n; g): (1,32), (2,16), (4,8), (8,4), (16,2),
(32,1). When there is only one group, MAX and IPF behave
the same way as noted earlier and when the number of group is
32, this case degenerates to a unicast scenario. As a result, IPF,
MPF, and MIN show exactly same result as in the unicast case.
This setup allows us to examine the performance of schedulers
under various network scenarios.
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Fig. 2. The value of
P log Ti for various multicast schedulers as we

increases the number of groups from 1 to 32 while fixing the total number
of users in a cell to 32. Ti is the throughput of user i. MPF is optimized for
this metric.

Figures 2, 3, and 4 plot the values of the three objective
functions for the above experiment. Figure 2 shows the value
of
P log Ti. As expected, MPF shows the highest value as it

is designed to maximize that objective function. When there
is only one group, since MAX and IPF behave the same way,
their values are the same. The objective value decreases as the
number of groups increases. This is because as the number of
groups increases while fixing the number of total users, the
system degenerates into a unicast scenario. Thus, the benefit
of multicast diminishes, so the total throughput decreases (as
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P log T gk for various multicast schedulers as we

increases the number of groups from 1 to 32 while fixing the total number of
users in a cell to 32. T gk is the total throughput of group k. IPF is optimized
for this metric.

shown in Figure 4). Under the unicast case, we see that IPF,
MPF, and MIN behave the same way. As IPF is designed
to achieve fairness among groups, it does not maximize this
objective value and thus, shows smaller values than MPF. MIN
tends to perform fairly well in terms of fairness as the utility
value is pretty high since all group members are receiving
data all the time, albeit, at the minimum rate, but as we see
in Figure 4, its total throughput is very low.

Figure 3 shows the values of
P log T gk . This objective

function measures the total log utility of group throughput that
is the sum of member throughput in each group, and in some
sense, it makes the optimal tradeoff between group throughput
and fairness among groups. Since we are taking log on the
group aggregate throughput, the actual magnitude of values is
small and the difference between two values is also very small.
But in actual values, we observe the difference is very large in
Figure 4. According to this metric, we find that IPF performs
the best. Under the unicast scenario, we can find that the values
become the maximum. Moreover, note that

P logT gk increases
as the number of groups increase. To see this, consider this
objective function,

P logT gk = log �T g1 �T g2 � ::::T gG� whereG is the number of groups. On one hand, the increasing ofG increases the number of factors. On the other hand, as G
increases, the throughput of each group, T gk (1 � k � G),
tends to decrease because of decrease of the number of users
in each group. When T gk >> 1 regardless the number of users
in a group, which is the case of our situation, the effect of
increasing number of factors will dominate and as a result the
product increases, so as

P logT gk . This coincides with our
simulation result.

Figure 4 shows the total sum of user throughput. In this
metric, MAX performs the best as expected. We also find that
MAX performs the worst in Figures 2 and 3. This indicates
that MAX is a very greedy scheme that although it achieves
high total throughput in the system, it is unfair among users
(as seen in Figure 2) and among groups (as seen in Figure 3).
We observe that IPF and MPF give pretty good throughput.
This result, along with the other results above, indicates that
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PTi for various multicast schedulers as we increases

the number of groups from 1 to 32 while fixing the total number of users in
a cell to 32. Ti is the throughput of user i. MAX is optimized for this metric.

MPF and IPF strike a good balance between throughput and
fairness.

B. Distribution of Throughput

In the above experiment, we have seen the average per-
formance of the system after the system converges. In this
section, we are interested in the distribution of throughput
among users and groups under various schedulers. This sheds
more light into the tradeoff between fairness and throughput
that each scheme makes. As mentioned before, MIN gives each
user in the same group the equal share. However, recall that
the default scheduler FIXED used in CDMA2000 1xEV-DO
systems gives equal share even to users not in the same group
with the rate of 204.8 kbps [6]. Hence, in this experiment,
we also take FIXED into consideration.

We conduct the following experiment. We divide 100 users
randomly placed in a cell into 10 groups, each with 10 users.
Then we run various schedulers and plot the average through-
put of each user measured for each three-second interval
during the entire simulation run. Figure 5 shows the results
of the experiment. We find that FIXED serves all users with a
fixed rate, but penalizes both distant users and close users from
the base station as throughput for distant users becomes zero
while close users are subject to low throughput even if it can
receive data at a higher rate. MIN maintains low throughput
for all users, but no users will starve. MAX tends to favor only
users close to the base station, so while close users have very
high throughput, distant users receive nothing. IPF achieves
higher throughput for close users than MPF because its rate
selection algorithm always finds the rate that maximizes the
aggregate group rate. But IPF tends to have larger variance
in throughput than MPF and have a lower minimum than
MPF. This is because MPF tries to provide fairness to distant
users with poor channel states by giving them more chances
to communicate than IPF does. In order for MPF to give more
chances to distant users, it has to take some time slots from
close users, which makes its maximum throughput lower than
IPF.

From the same experiment run, we now plot the group
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Fig. 5. The distribution of user throughput taken at each three-second interval
for various schedulers. Users are sorted over X-axis by their distance to the
base station. The key point in these figures is that the distribution of user
throughput tends to follow the characteristics of tradeoff that each scheduler
makes regarding the throughput and fairness of users.

throughput measured by the aggregate user throughput of each
group. We plot them for all 10 groups in Figure 6. In the figure,
we can find that groups 1, 4, 5, 6 and 10 have members very
close to the base station (so we call them close groups) while
the other groups tend to have more distant members (we call
these groups distant groups). In every experiment we conduct,
we choose user locations completely randomly. MAX shows
the biggest skew of throughput distribution among groups as
we find that some groups do not get any throughput while
the close groups tend to get all the bandwidth. FIXED gives
almost a constant bit rate to all groups (with rate variance
due to user locations) and MIN has more varying group rates
because it tries to achieve fairness while honoring only the
worst user in each group. The difference between IPF and
MPF is clearly shown in this figure. IPF tries to maximize
the group rate while keeping the minimum group rate high.
Thus, it tends to achieve very good balance between group
throughput and fairness. MPF does not care much about the
group throughput and focuses on equalizing user happiness.
As the utility of users are equalized across groups, we tend to
see less variance in the group rates, but it may not be able to
achieve as high group throughput as IPF.

VI. RELATED WORK

This paper proposes a set of scheduling algorithms for
multicast. While a large number of papers have proposed and
evaluated unicast scheduling algorithms where multiple users
share a time-varying wireless channel using Time Division
Multiplexing (TDM) [6], [21], [7], [22], [2], [23], [8], [9], [24],
[10], [11], [25], [12], [26], [13], to the best of our knowledge,
no paper has addressed multicast scheduler design for cellular
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Fig. 6. The distribution of group throughput at the end of simulation for
various schedulers. The key point in these figures is that the distribution
of group throughput tends to follow the characteristics of tradeoff that each
scheduler makes regarding the throughput and fairness of groups.

data networks using TDM such as CDMA2000 1xEV-DO.
The proportional fair scheduling algorithm for unicast is

proposed in [9], [13], [26] for CDMA2000 1xEV-DO systems
to maximize the log utility function. The weighted proportional
fair schemes proposed in [22] demonstrate how one can choose
a scheduler with an efficiency-fairness tradeoff between the
two extreme cases, namely, a channel-unaware scheduler, and
a channel-aware scheduler that serves the best mobile handset
at any given time. The schemes proposed in [24] maximize
liner utility functions, and they are based on stochastic ap-
proximation.

Proportional fairness is generalized into (p, �)-proportional
fairness in [11] to unify the max-min fairness, proportional
fairness and the worst case fairness, which is total-throughput
maximization. A unified scheduler is proposed in [12] that
achieves (p,�)-proportional fairness in terms of the asymptotic
behavior of the long-term average throughput.

Properties of the rate region achievable by a general class
of opportunistic scheduling algorithms are discussed in [23].
In addition, [23] also considers different fairness criteria and
discusses optimal scheduling algorithms. The optimality of
a general class of “gradient-like” opportunistic scheduling
algorithms is proved in [21], [27], [28].

A scheduling algorithm that maintains mobile handset ser-
vice rates in proportions to one another is proposed in [23].
The scheduling algorithm studied in [8] uses the assumption
that each mobile handset has a finite amount of data to receive
and it leaves the system once this data is received.

As the need to serve real-time traffic increases, quality
of service guarantees have become an important aspect of
the design of scheduling algorithms. Typically a scheduler
would either offer delay guarantees or throughput restrictions



to individual flows. The EXP algorithm [29] controls the
delay distribution of each flow for a mixture of real-time
and non-real-time data in CDMA2000 1xEV-DO. The GMR
algorithm [30] is a gradient algorithm with minimum and
maximum rate constraints using a token counter mechanism.

Broadcast scheduling algorithms are used in database and
content distribution systems, taking into consideration applica-
tion level information such as the size and importance of data
items to be broadcast. In the context of 802.16e like mobile
networks, where mobile hosts can go into sleep mode to
save energy, [31] proposes a number of scheduling algorithms
letting each host assign its own merit to each broadcast data
item. The mechanisms divide each broadcast super-frame into
a number of logical channels, and let mobile hosts decide
which channel to listern to at the beginning of each super-
frame in order to maximize the normalized throughput of the
system for each super-frame. In the calculation for normalized
throughput, each data item is multiplied by the merit for each
host. Our work is quite different in the sense that we study
the scheduler design for base stations in TDM systems without
any application information.

VII. CONCLUSIONS

In this paper, we propose two multicast proportional fair
scheduling algorithms, each of which supports different utility
functions. The IPF scheduler supports the utility function
of log of aggregate group throughput that is computed by
summing up all the user throughput in a group, and the
MPF scheduler supports the utility of log of individual user
throughput. These multicast scheduling algorithms can be
applied to different scenarios depending on the application
and business model of ISPs. We compare the performance of
these schedulers with several multicast scheduling algorithms
and show through simulation that they achieve good balance
between fairness and throughput of groups or users. We are
investigating new scheduling algorithms to ensure QoS for
multicast. One way to provide QoS is to ensure that the
average transmission rate that each group or user gets does
not fall below specified rates. This type of QoS has been used
in unicast before. We leave this as future work.
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