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Abstract—Heterogeneity arises in a wide range of scenarios in mobile opportunistic networks and is one of the key factors that govern

the performance of forwarding algorithms. While the heterogeneity has been empirically investigated and exploited in the design of new

forwarding algorithms, it has been typically ignored or marginalized when it comes to rigorous performance analysis of such algorithms.

In this paper, we develop an analytical framework to quantify the performance gain achievable by exploiting the heterogeneity in mobile

nodes’ contact dynamics. In particular, we derive a delay upper bound of a heterogeneity-aware static forwarding policy per each given

number of message copies and obtain its closed-form expression, which enables our quantitative study on the benefit of leveraging

underlying heterogeneity structure in the design of forwarding algorithms. In addition, we develop a dynamic forwarding policy that

performs as an extension of the static forwarding policy while proven to improve the delay performance. We then demonstrate that only

a small fraction of total (unlimited) message copies, via both static and dynamic forwarding policies, are enough under various

heterogeneous network settings to achieve the same delay as that obtained using the unlimited message copies when the networks

become homogeneous. We also show that, given the same number of message copies, our dynamic forwarding policy significantly

outperforms the ‘homogeneous-optimal’ forwarding policy (up to about 50 percent improvement in the delay performance), especially

when the number of message copies allowed in the networks is small.

Index Terms—Mobile opportunistic networks, heterogeneous contact behaviors between different mobile nodes, heterogeneity-aware

forwarding policies, forwarding performance, performance analysis

Ç

1 INTRODUCTION

MOBILE opportunistic networks, a.k.a. delay or disrup-
tion tolerant networks, have received much attention

from the networking research community as a promising
evolution of mobile ad-hoc networks toward several appli-
cations such as Pocket Switched Networks [2] or UMass
Dieselnet [3]. In mobile opportunistic networks, network
connectivity is changing over time and frequently disrupted
due to node mobility, power limitation, limited storage,
among others. To overcome this intermittent connectivity
nature, mobile opportunistic networks employ a ‘store-
carry-and-forward’ principle in which mobile nodes can carry
messages and copy and/or relay them to other nodes upon
encounter, thereby rendering messages eventually deliv-
ered to their destinations.

Many empirical studies have indicated the presence of
heterogeneity in a wide range of scenarios in mobile oppor-
tunistic networks. For example, Refs. [4], [5] investigate real
mobility traces and disclose the characteristics of heteroge-
neity in mobile nodes’ contact dynamics. Similarly, based
on real mobility traces and survey data [5], [6], [7], [8]
uncover spatially and/or socially formatted community
structures in node mobility. The observed characteristics of

heterogeneity structures have been mainly used for the
development of new mobility models [6], [8] and empiri-
cally exploited to the design of new forwarding/routing
algorithms [5], [7], [9].

There are several analytical studies on the performance
of a few forwarding/routing algorithms including epidemic
routing [10], [11], [12], single-copy and multicopy two-hop
relay protocols [10], [13], spray and wait [14], [15], etc;
however, these works are mainly based upon a homoge-
neous model in which any mobile node is making contacts
with others according to a Poisson process. Other analytical
studies also fully rest on the homogeneous model for their
investigation on the capacity-delay tradeoff [13], the cost-
delay tradeoff [16], [17], the design of forwarding policy
[18], [19], [20], and the content distribution [21]. The current
literature still lacks analytical studies on exploiting the
underlying heterogeneity structure in order to correctly
understand the resulting performance gain.

In this paper, we analytically investigate howmuch benefit
the heterogeneity in mobile nodes’ contact dynamics can
bring in the forwarding performance. To this end, we employ
the heterogeneous network model used in [4], [22], [23], [24]
in which the pairwise inter-contact time of a given node pair
is exponentially distributed but with different rates over differ-
ent pairs. (See Section 2 for its detailed description and justifi-
cation.) Under this heterogeneous setting, we then consider a
class of probabilistic two-hop forwarding policies in which a
source node forwards a message with probability pi to each
relay node i upon encounter. Since message delivery delay
and the number of (used) message copies are both mainly

� The authors are with the Department of Electrical and Computer
Engineering, North Carolina State University, Raleigh, NC 27695.
E-mail: {clee4, dyeun}@ncsu.edu.

Manuscript received 26 Mar. 2013; revised 30 Sept. 2014; accepted 29 Jan.
2015. Date of publication 26 Feb. 2015; date of current version 1 Dec. 2015.
For information on obtaining reprints of this article, please send e-mail to:
reprints@ieee.org, and reference the Digital Object Identifier below.
Digital Object Identifier no. 10.1109/TMC.2015.2407406

150 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 15, NO. 1, JANUARY 2016

1536-1233� 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



functions of pi and the heterogeneity of contact rates over dif-
ferent node pairs, we are led to find an optimal forwarding
policy fp$

i g, maximally exploiting the heterogeneity struc-
ture, to minimize the average message delivery delay under a
given constraint on the number ofmessage copies.

Rather than directly solving the optimization problem, as
a viable alternative, we derive a delay upper bound of any
given two-hop forwarding policy and find a static forwarding
policy that minimizes the delay bound while satisfying
the given constraint on the number of message copies.
Although this forwarding policy is a sub-optimal solution
to the original problem, we are able to derive a closed-form
expression of its guaranteed delay bound, which in turn
enables to quantify the performance gain achievable by
exploiting the heterogeneity structure in contact dynamics.
There is, however, still room for further improvement, since
the forwarding probabilities in the static forwarding policy
(and originally in the optimization problem) are not time-
varying (but constant over time), thus losing the benefit of
changing the relay nodes on the fly upon encounter. We
thus develop a dynamic forwarding policy as an extension of
the static policy to take advantage of dynamically changing
relay nodes at each contact instant while maintaining
the same number of message copies, and prove that this
dynamic policy leads to better delay performance. We also
provide simulation results for performance evaluation as
well as to support our analytical results.

In the performance evaluation, we demonstrate that
under various heterogeneous network settings only a small
fraction of total (unlimited) message copies, via both static
and dynamic forwarding policies, is sufficient to achieve
the same delay as the optimal delay (obtained at the
expense of unlimited message copies by multicopy two-hop
relay protocol) when the networks become homogeneous.
We also show that, given the same number of message
copies, the dynamic forwarding policy outperforms the
‘homogeneous-optimal’ forwarding policy, where the homo-
geneous-optimal policy is the optimal two-hop policy under
any homogeneous network that simply makes message
copies to any first encountered nodes up to the given num-
ber of copies. In particular, the performance improvement
becomes significantly greater when the number of copies
allowed in the networks is small. While there have been sev-
eral empirical studies (e.g., [5], [7], [9]) that propose heuris-
tic forwarding/routing algorithms utilizing the underlying
heterogeneity structure, our analytical work provides fun-
damental insights on the attainable performance gain by
exploiting the underlying heterogeneity structure.

The rest of this paper is organized as follows. Section 2
gives preliminaries on a heterogeneous network model and
related work. Section 3 presents a class of probabilistic two-
hop forwarding policies and an optimization problem to
find an optimal forwarding policy. In Section 4, we provide
an analysis on the achievable delay upper bound for any
two-hop forwarding policy. We then present a static for-
warding policy which minimizes the derived delay upper
bound in Section 5, and describe a dynamic forwarding pol-
icy working on top of the static policy with its proven per-
formance improvement in Section 6. We provide simulation
results for performance evaluation and to support our ana-
lytical results in Section 7, and finally conclude in Section 8.

2 PRELIMINARIES

2.1 Network Model

The heterogeneous network model that we consider in this
paper is used in Refs. [4], [22], [23], [24] and described as fol-
lows. There is a set of mobile nodes N in the whole network
domain. The pairwise inter-contact time between mobile
nodes i and j, denoted by Tij, is independently drawn from
an exponential distribution with rate �ij > 0 (i.e., contacts
between nodes i and j occur according to a Poisson process
with rate parameter �ij), where i; j 2 N and i 6¼ j. Note that
this contact process between nodes i and j is symmetric
(�ij ¼ �ji). The pairwise inter-contact times between any
two node pairs are also mutually independent. In this
model, the heterogeneity in mobile nodes’ contact dynamics
is captured by different contact rates �ij. Fig. 1a shows a
general case of this heterogeneous network model.

If �ij ¼ � for all i; j 2 N and i 6¼ j, the heterogeneous net-
work model reduces to the homogeneous model (a.k.a. Pois-
son contact model) in which contacts between any pair of
mobile nodes occur according to a Poisson process with the
same rate parameter �. This heterogeneous model can also
capture social community structures [22]. Suppose that
there are M different social groups Gi (i ¼ 1; . . . ;M) form-

ing a partition of N , i.e., N ¼ S M
i¼1Gi. Let �

0
lk be common

contact rate between any member of Gl and another mem-
ber of Gk for l; k ¼ 1; . . . ;M. That is, �ij ¼ �0lk for all i 2 Gl

and j 2 Gk where l; k ¼ 1; . . . ;M. Here, by assigning higher
values to the contact rates for nodes in the same group (than
those between different groups), we could emulate the
human social behavior—people are more likely to meet
their friends or others from the same community than some
strangers. Fig. 1b shows a setting of two social groups as a
special case of the heterogeneous network model.

2.2 Related Work

In the literature, many empirical studies [4], [5], [6], [7], [8]
focus on the presence of heterogeneity and its characteristics
from real mobility traces and survey data. First, Conan et al.
[4] show heterogeneity in pairwise inter-contact time of
each node pair. Hui et al. [5] also find heterogeneity struc-
ture from individual node and (social) community view-
points. In particular, it shows that human community can
be divided into several social communities, and within
each community there are several socially-active people
(nodes) which make more frequent contacts with others. In

Fig. 1. The heterogeneous network model.
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addition, Refs. [7], [8] observe that spatial node distribu-
tions are heterogeneous (non-uniform) and there exist clus-
tering points with high node density in which mobile nodes
have higher chance to encounter other nodes. Similarly,
Hsu et al. [6] show uneven spatial distribution of mobile
nodes from survey data. All these empirical studies focus
more on the development of a new mobility model [6], [8]
and on the design of a new heuristic forwarding algorithm
exploiting the underlying heterogeneity structure [5], [7].

On the other hand, there are a few of analytical works
[23], [24], [25], [26] on the performance of forwarding/rout-
ing protocols in mobile opportunistic networks under het-
erogeneous network settings. In our previous work [24], we
address how two different sources of heterogeneity (spatial
and node heterogeneities) in mobile nodes’ contact dynam-
ics impact the delay performance. In addition, Garetto et al.
[25] analyze an asymptotic capacity scaling property as the
number of nodes grows to infinity under the presence of
node and spatial heterogeneities. In [26], the authors also
study the improvement of network performance by adding
infrastructures to mobile opportunistic networks under spa-
tially heterogeneous network model. Spyropoulos et al. [23]
propose a class of heuristic routing algorithms which
exploit the underlying heterogeneity structure. In contrast,
in this paper, we are aiming at analyzing how much benefit
the heterogeneity in mobile nodes’ contact dynamics can
bring in the forwarding performance for any given finite
number of mobile nodes in the network. In particular, we
examine how much better we can do than simply assuming
that the network is homogenous or the optimal forwarding
policy obtained under the homogeneous network.

Lastly, the heterogeneous network model we adopt in
this paper has also been used in several other papers [22],
[23], [24] for the design of forwarding protocol and/or per-
formance analysis. In addition, Refs. [4], [27] have provided
empirical evidences of the exponential assumption for the
pairwise inter-contact time distribution of each node pair in
the heterogeneous network model. It is shown, through sta-
tistical methods, that there exist a non-negligible portion of
node pairs in real contact traces (such as those collected in
the MIT Reality Mining and RollerNet experiments) whose
inter-contact time distributions can be well fitted by expo-
nential distributions with different rates.

3 PROBABILISTIC RELAY SELECTION

In this section, we first explain a class of probabilistic two-
hop forwarding policies with a given constraint on the num-
ber of message copies under the aforementioned heteroge-
neous model. We then formulate an optimization problem
to find an optimal forwarding policy to minimize the mes-
sage delivery delay while satisfying the constraint.

In the class of probabilistic two-hop forwarding policies,
a source node forwards a message copy to each relay node
ri with probability pi 2 ½0; 1� upon encounter. Note that the
source node has no benefit of forwarding a copy to each
relay node upon the second or later encounter after skip-
ping the first forwarding opportunity. Thus, the forwarding
decision for each relay node is done only once upon the first
encounter. Then, the forwarded message copies or an origi-
nal message can be delivered to their destinations via relay

nodes chosen in the forwarding decision or directly by the
source, respectively. Fig. 2 depicts this operation under the
probabilistic two-hop forwarding policies.

Each forwarding probability pi should be chosen to sat-
isfy a constraint on the number of message copies, which in
turn controls network cost or the amount of resource con-
sumption incurred by additional message transfers.1 At the
same time, the message delivery delay critically depends on
how we choose pi for each relay node ri. Thus, we can for-
mulate the problem of finding an optimal forwarding policy
~p

$
under the constraint on the number of message copies in

the heterogeneous model as an optimization problem. In
what follows, we describe this formulation step by step.

For the optimization problem, we here do not consider
two-hop forwarding policies that change relay paths or
choose relay nodes on the fly upon encounter, i.e., the for-
warding probability pi for each relay node i is not changing
over time but static (time-invariant). However, after obtain-
ing a static forwarding policy from the optimization
problem, we later develop a dynamic forwarding policy
working on top of the static policy, which further takes
advantage of changing relay nodes (or paths) dynamically
upon encounter, and prove that this dynamic policy leads
to better delay performance.

Throughout the rest of this paper, we assume the follow-
ings as in other analytical works [10], [12], [14], [20], [21].
The network is sparse and network traffic is light such that
interference and contention [11] are not important factors.
In other words, we assume that each node has infinite
bandwidth and buffer. In fact, as will be shown in Section 7,
exploiting the heterogeneity in mobile nodes’ contact
dynamics is helpful in significantly reducing the number of
message copies, which in turn keeps the network traffic low
and thus decreases the effect of interference/contention. In
addition, we assume that a message transfer between any
two nodes at their contact instant takes a negligible time
with respect to their inter-contact time.

Let N ¼ fs; r1; . . . ; rn; dg with source s and destination d,
and n possible relay nodes r1; r2; . . . ; rn. Let fYig1�i�n be the

set of independent Bernoulli random variables with

PfYi ¼ 1g ¼ pi and PfYi ¼ 0g ¼ 1� pi;

Fig. 2. A class of probabilistic two-hop forwarding policies. Source s
forwards a message copy to relay node ri with probability pi.

1. As a special case, if pi ¼ 1 for all relay nodes (no resource con-
straint), then the probabilistic two-hop forwarding policy reduces to
the multicopy two-hop relay protocol [10], [12].
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to represent the forwarding decision to relay node ri. For
each i, we define a function Ipi as

Ipi ¼
1 if Yi ¼ 1;
1 otherwise:

�
(1)

Let M ¼Pn
i¼1 Yi denote the random variable to represent

the number of message copies except the original message
at the source node in the whole network. We also define
~Y , ½Y1; . . . ; Yn� and~p , ½p1; . . . ; pn�.

The message delivery delay D under a probabilistic two-
hop forwarding policy with~p can then be written as

D ¼ minfTsd; ðTsr1 þ Tr1dÞIp1 ; . . . ; ðTsrn þ TrndÞIpng: (2)

We want to compute EfDg in terms of forwarding policy
fpig and the network parameter �ij. Since all the random
variables inside the minimum operator in eq. (2) are inde-
pendent of each other, we have

PfD > tg ¼ PfTsd > tg
Yn
i¼1

PfðTsri þ TridÞIpi > tg: (3)

By conditioning on Ipi , we have

PfðTsri þ TridÞIpi > tg ¼ E PfðTsri þ TridÞIpi > t j Ipig
� �

¼ PfTsri þ Trid > tgPfIpi ¼ 1g þ Pft <1gPfIpi ¼ 1g
¼ PfTsri þ Trid > tgpi þ ð1� piÞ;

(4)

where the last equality is from the definition of Ipi in eq. (1).
For notational simplicity, we define f0ðtÞ , PfTsd > tg

and fiðtÞ , PfTsri þ Trid > tg, where Tsd; Tsri ; and Trid are

independent exponential random variables with rate
�sd; �sri ; and �rid, respectively. Then, from eqs. (4), (3) can

be rewritten as

PfD > tg ¼ f0ðtÞ
Yn
i¼1

pifiðtÞ þ ð1� piÞ½ �; (5)

and thus, by noting that EfDg ¼ R10 PfD > tgdt, we have

EfDg~p ¼
Z 1
0

f0ðtÞ
Yn
i¼1

pifiðtÞ þ ð1� piÞ½ �dt; (6)

where we use the subscript in EfDg~p to clearly indicate that
the average delay is a function of the forwarding policy
~p ¼ ½p1; . . . ; pn�.

Now, we formally state our problem to find an optimal
forwarding policy ~p

$
under the constraint on the average

number of message copies, i.e., EfMg ¼ EfPn
i¼1 Yig ¼Pn

i¼1 pi, as the following optimization problem: For EfDg~p :
½0; 1�n ! Rþ,

minimize EfDg~p
ðP1Þ

subject to
Xn
i¼1

pi � K;

where~p denotes a forwarding policy andK is a positive inte-
ger (1 � K � n). As explicitly shown in ðP1Þ, the average
number of copies (except the original message at the source
node) allowed in the network is limited up toK copies.

4 DELAY ANALYSIS

In this section, we derive an achievable upper bound on the
delay in a tractable form, which leads us to find a static for-
warding policy that is a sub-optimal solution to ðP1Þ. We
also explain an intuition behind the delay upper bound by
considering multicopy two-hop relay protocol [10], [12] as
an importance special case.

4.1 An Upper Bound of Message Delivery Delay

A difficulty in solving the optimization problem ðP1Þ arises,
since it is not a convex optimization problem, which can be
checked by showing that the Hessian matrix of EfDg~p with

respect to ~p is neither positive semidefinite nor negative
semidefinite. Thus, we cannot resort to the standard convex
optimization techniques [28] to find the optimal solution of
ðP1Þ. Instead, we below derive an upper bound of EfDg~p
from eq. (6), which becomes mathematically more tractable.

First, by noting that Tsd is an exponential random vari-
able with rate �sd, we rewrite eq. (6) as

EfDg~p ¼
Z 1
0

e��sdt
Yn
i¼1

pifiðtÞ þ ð1� piÞ½ �dt

¼ 1

�sd

Z 1
0

Yn
i¼1
½pifiðtÞ þ ð1� piÞ�

 !
�sde

��sdtdt

¼ 1

�sd
E
Yn
i¼1
½pifiðTsdÞ þ ð1� piÞ�

( )
;

(7)

where the expectation is with respect to Tsd.
We denote kXkq to be the Lq norm of a (real-valued) ran-

dom variable X, i.e., kXkq , ½EfjXjqg�1=q for 0 < q <1, and

kXk1 , inf½c 2 R : PfjXj > cg ¼ 0�. We also define by Lq a
set of all random variablesX for which kXkq <1.

To proceed, we need the following two inequalities that
will be used to derive the upper bound of EfDg~p from
eq. (7).

Theorem 1 [29], [30] (Generalized H€older’s Inequality). Let
1 � qi � 1 with

Pn
i¼1 1=qi ¼ 1. If Xi 2 Lqi for 1 � i � n,

then
Qn

i¼1 Xi 2 L1 and

Yn
i¼1

Xi

�����
�����
1

�
Yn
i¼1
kXikqi :

Theorem 2 [29], [30] (Minkowski’s Inequality). For
X; Y 2 Lq with 1 � q � 1,

kX þ Y kq � kXkq þ kY kq:

Since fiðtÞ ¼ PfTsri þ Trid > tg � 1, it follows that fiðTsdÞ
2 Lq and pifiðTsdÞ þ ð1� piÞ 2 Lq for 1 � q � 1. Thus, for
any 1 � qi � 1with

Pn
i¼1 1=qi ¼ 1, we have

EfDg~p �
1

�sd

Yn
i¼1
kpifiðTsdÞ þ ð1� piÞkqi (8)

� 1

�sd

Yn
i¼1
½pikfiðTsdÞkqi þ ð1� piÞ�; (9)
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where eq. (8) is from the generalized H€older’s inequality
and eq. (9) is fromMinkowski’s inequality.

In contrast to the original form of EfDg~p in eqs. (6) and
(7), its upper bound in eq. (9) is in a much more tractable
form. More important, this upper bound leads us to find an
optimal solution ~p� that minimizes the upper bound, which
is our static forwarding policy and is good enough to show
the benefit of exploiting the heterogeneity in mobile nodes’
contact dynamics, as will be shown in Section 7. Note that
the optimal solution ~p� that minimizes the delay upper
bound should be distinguished from the optimal solution
~p

$
of the original problem ðP1Þ.

4.2 A Special Case: Multicopy Two-Hop
Relay Protocol

We below consider the multicopy two-hop relay protocol as
a special case (K ¼ n) to get an intuition behind the delay
upper bound in eq. (9).

Let Tj
sri

(j ¼ 1; . . . ; K) be i:i:d: exponential random varia-

bles with rate �sri , and similarly for Tj
rid

(j ¼ 1; . . . ; K) with

rate �rid. We define

~Di , min
�
Tsd; T

1
sri
þ T 1

rid
; . . . ; TK

sri
þ TK

rid

�
; (10)

for i ¼ 1; . . . ; n. ~Di here is defined for general K-copies
which will be used in the rest of this paper. By definition,
~Di can be interpreted as the message delivery delay of mul-
ticopy two-hop relay policy over a partially homogeneous
network Ni (as depicted in Fig. 3) that is composed of a
direct source-destination path and K i.i.d. two-hop relay
paths, each of which has delay equal to the sum of two
exponential random variables with rates �sri and �rid. In

other words, K two-hop relay paths in Ni are i.i.d. copies of
the two-hop relay path via relay node i in the original het-
erogeneous network, and the direct path in both networks
remains the same. Fig. 3 shows this decomposition proce-
dure from an original heterogeneous network to n partially
homogeneous networksNi (i ¼ 1; . . . ; n).

From Tj
sri
þ Tj

rid
¼d Tsri þ Trid and independence over j ¼

1; . . . ; K, for each i, we have

Ef ~Dig ¼
Z 1
0

f0ðtÞ
�
fiðtÞ

�K
dt: (11)

By using the binomial expansion, we can obtain a close-
form expression of Ef ~Dig as follows: for �sri 6¼ �rid,

Ef ~Dig ¼ 1

ð�rid � �sriÞK
XK
j¼0

K

j

� 	 ð��sriÞj�K�j
rid

�sd þ j�rid þ ðK � jÞ�sri

;

and for �sri ¼ �rid,

Ef ~Dig ¼ 1

�sri

XK
j¼0

K!

ðK � jÞ!ðK þ �sd=�sriÞjþ1
: (12)

Now, considerK ¼ n and set qi ¼ n for i ¼ 1; . . . ; n. Since

the forwarding policy simply becomes ~p ¼~1 ¼ ½1; . . . ; 1�,
eq. (9) can be rewritten as

EfDg~1 �
1

�sd

Yn
i¼1
kfiðTsdÞkn

¼ 1

�sd

Yn
l¼1

Z 1
0

�sde
��sdt�fiðtÞ�ndt


 �1=n

¼
Yn
i¼1

Z 1
0

f0ðtÞ
�
fiðtÞ

�n
dt


 �1=n
¼
Yn
i¼1

Ef ~Dig
� �1=n

:

(13)

The delay upper bound in eq. (13) is nothing but a geomet-
ric mean of Ef ~Dig, the average message delivery delay of
multicopy two-hop relay protocol under Ni. We observe
that this delay upper bound still captures the underlying
heterogeneity in mobile nodes’ contact dynamics, as each
decomposed network Ni contains each of n different two-
hop relay paths of the original heterogeneous network. In
addition, a closed-form solution of this delay upper bound
can be immediately obtained from eq. (12).

Remark 1. When the network is homogeneous with �ij ¼ �,
the upper bound in eq. (13) becomes identical to the orig-
inal expression of EfDg~1 from eq. (6), i.e., all the interme-

diate inequalities that have led to eq. (13) hold with
equality for this special case of multicopy two-hop relay
protocol under the homogeneous network setting.

Remark 2. Consider two homogeneous networks NU and
NL with common contact rates for any node pair given
by �min ¼ mini;j2N f�ijg and �max ¼ maxi;j2N f�ijg,
respectively. Also, set the average message delivery
delay of multicopy two-hop relay protocol under NU

and NL by EfD̂Ug and EfD̂Lg, respectively. Then, it is
straightforward to see that EfD̂Lg � EfDg~1 � EfD̂Ug.
It is also known [10], [12] that the average delay of
multicopy two-hop relay protocol under a homoge-

neous network is asymptotically 1
�

ffiffiffiffiffiffiffiffiffiffiffi
p

2ðnþ1Þ
q

as n!1
where jN j ¼ nþ 2 and � is a common contact rate for
any node pair. Thus, if we were to focus on the
asymptotic average delay of multicopy two-hop

relay protocol, it would be Oð 1ffiffiffiffiffiffiffi
nþ1p Þ, regardless of

whether the underlying network is homogeneous or
heterogeneous.2 This is precisely why we analyze the

Fig. 3. Decomposition of a heterogeneous network into n partially homo-
geneous networks Ni. K two-hop relay paths in Ni are i.i.d. copies of
the two-hop relay path via relay node ri in the original heterogeneous
network.

2. Only the constant coefficient 1=�min or 1=�max will change and the
order term in n remains the same.
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delay performance under a heterogeneous network
setting with a given finite number of mobile nodes.

5 A STATIC FORWARDING POLICY

In this section, we first obtain a static forwarding policy, or
an optimal solution ~p� that minimizes the delay upper
bound derived in the previous section. We also show a
closed form expression of the guaranteed delay bound
under this static forwarding policy.

We fix qi � 1, i ¼ 1; . . . ; n, with
Pn

i¼1 1=qi ¼ 1, and then
derive a static forwarding policy ~p� minimizing the upper
bound of EfDg~p in eq. (9). To this end, we consider the fol-

lowing optimization problem whose solution will be sub-
optimal to the original problem ðP1Þ.

minimize
Yn
i¼1
½pikfiðTsdÞkqi þ ð1� piÞ�

ðP10Þ

subject to
Xn
i¼1

pi � K:

We define a sequence of aiðqiÞ for a given qi by

aiðqiÞ , kfiðTsdÞkqi ¼
Z 1
0

�sde
��sdt fiðtÞ½ �qidt


 �1=qi
; (14)

where fiðtÞ ¼ PfTsri þ Trid > tg. For notational simplicity,
we will use ai instead of aiðqiÞ unless it is necessary to spec-
ify the given qi. Rearrange ai in an increasing (non-decreas-
ing) order and set a½i� to be the ith smallest one among

a1; . . . ; an, i.e., a½1� � a½2� � � � � � a½n�. Also, let c1; . . . ; cn be a

permutation of f1; . . . ; ng which satisfies acl ¼ a½l� for all

l ¼ 1; . . . ; n. Then, we have the following proposition for the
optimal solution~p� of ðP10Þ.
Proposition 1. For any arbitrarily fixed qi 2 ½1;1� such thatPn

i¼1 1=qi ¼ 1, the optimal solution ~p� of ðP10Þ is always of
the following form:

p�i ¼
1 if i 2 fc1; . . . ; cKg;
0 otherwise:

�
(15)

Proof. We will find an optimal solution ~p� of the optimiza-
tion problem ðP10Þ by obtaining a minimizer which
achieves the lowest bound of the objective function in
ðP10Þ under the constraint

Pn
i¼1 pi � K. By taking log

function to the objective function in ðP10Þ, it can be trans-
formed as

Xn
i¼1

log½pikfiðTsdÞkqi þ ð1� piÞ�; (16)

since log function is a monotone increasing function.
From Jensen’s inequality and concavity of log, eq. (16) is
further lower bounded by

Xn
i¼1

log ½pikfiðTsdÞkqi þ ð1� piÞ� �
Xn
i¼1

pi log kfiðTsdÞkqi : (17)

Then, we want to minimize the RHS of eq. (17) under the
constraint

Pn
i¼1 pi � K, which in turn gives the lowest

bound of eq. (16). It is equivalent to solving the following
simple linear programming problem:

minimize
Xn
i¼1

pi log kfiðTsdÞkqi
ðP100Þ

subject to
Xn
i¼1

pi � K:

Recall the definition of ai in eq. (14), i.e., ai ¼
kfiðTsdÞkqi , and a½i� is the ith smallest one among

a1; . . . ; an. Also, c1; . . . ; cn is a permutation over 1; . . . ; n
which satisfies acl ¼ a½l� for all l ¼ 1; . . . ; n. Then, since log

function is monotone increasing and the objective func-
tion in ðP100Þ is linear, it is easy to see that an optimal
solution of ðP100Þ is pi ¼ 1 for i 2 fc1; . . . ; cKg, otherwise
pi ¼ 0. Hence, from eq. (17) and the optimal solution of
ðP100Þ, we have

Xn
i¼1

log piai þ ð1� piÞ½ � �
Xn
i¼1

pi log ai �
XK
l¼1

log a½l�: (18)

Note that the last lower bound in eq. (18) is the lowest
bound of eq. (16) under the constraint

Pn
i¼1 pi � K, and

the equality in eq. (18) holds by the optimal solution of
ðP100Þ. Thus, the optimal solution of ðP100Þ is indeed the
optimal solution~p� of ðP10Þ. This completes the proof. tu

Remark 3. Proposition 1 implies that, even though we start
with a constraint on the average number of message cop-
ies EfMg ¼Pn

i¼1 pi � K, interestingly enough, the for-
warding policy ~p� under this average constraint actually
attainsM ¼Pn

i¼1 Yi ¼ K with probability 1.

Proposition 1 says that the forwarding policy ~p�, or
the optimal solution of ðP10Þ, is to choose K relay nodes
rc1 ; . . . ; rcK and to forward message copies to them. Since

the forwarding policy ~p� in Proposition 1 holds for a given
fqig, the choice of K relay nodes under the forwarding pol-
icy~p� still depends on fqig, which will be specified. In addi-
tion, from Proposition 1 and eq. (9), the guaranteed delay
bound by the forwarding policy~p� becomes

EfDg~p� �
1

�sd

YK
l¼1

a½l�: (19)

Since fið�Þ � 1, from eq. (14), ai � 1 for all i. Thus, we can

interpret
QK

l¼1 a½l� in eq. (19) as a delay discounting factor by

K additional message copies in the heterogeneous network
setting, whereby 1=�sd is simply the message delivery delay
of direct forwarding from source to destination.

How to choose a set of variablesfqig. We below explain how
to decide fqig under constraints

Pn
i¼1 1=qi ¼ 1 and qi � 1

(i ¼ 1; . . . ; n). First, observe that if pi ¼ 0 for some i, then
aiðqiÞ will not contribute to the upper bound of EfDg~p in

eq. (9) (and subsequently that in eq. (19)), i.e., piaiðqiÞ þ
ð1� piÞ ¼ 1, regardless of the choice of qi. In addition, for any
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random variable X, kXkq is monotone increasing (or non-

decreasing) in q if X 2 Lq [29], [30]. Since fiðTsdÞ 2 Lq for
1 � q � 1 as mentioned before, aiðqiÞ is then monotone
increasing in qi � 1 for i ¼ 1; . . . ; n. Also, from fið�Þ � 1 and
the definition of L1 norm (i.e., k � k1), we have aið1Þ ¼ 1
for i ¼ 1; . . . ; n. Thus, if we can set qi ¼ 1, jointly with
p�i ¼ 0, for some i, then we can assign the smallest possible

values to the other qi’s while satisfying
Pn

i¼1 1=qi ¼ 1, which
in turn gives smaller delay upper bound. Therefore, we
arrive to the following assignment rule for fqig that makes
the guaranteed delay bound in eq. (19) tighter.

We set qi ¼ K to ai in eq. (14), i.e., aiðKÞ, for i ¼ 1; . . . ; n,
temporarily. After finding c1; . . . ; cn as mentioned above,
we re-assign

qi ¼ K if i 2 fc1; . . . ; cKg;
1 otherwise;

�
(20)

where
Pn

i¼1 1=qi ¼
PK

i¼1 1=K ¼ 1. By noting that aið1Þ ¼ 1
for i 2 fcKþ1; . . . ; cng, aiðKÞ; i 2 fc1; . . . ; cKg, now
solely determines the delay upper bound in eq. (19). From
Proposition 1, the optimal solution ~p� in eq. (15) is still
p�i ¼ 1 for the same i 2 fc1; . . . ; cKg, otherwise p�i ¼ 0.
Hence, the forwarding policy~p�—our static forwarding policy,
becomes to chooseK relay nodes rc1 ; . . . ; rcK based on aiðKÞ
for all i. Note that this assignment rule for fqig does not
change the forwarding policy itself, but makes the delay
upper bound in eq. (19) smaller.

We now derive a closed-form expression of the guaran-
teed delay bound under the static forwarding policy ~p�.
Observe that from the definitions of Ef ~Dig in eq. (11) and
aiðKÞ in eq. (14), we have

aiðKÞ ¼ kfiðTsdÞkK ¼ �
1=K
sd ½Ef ~Dig�1=K: (21)

By noting that gðxÞ ¼ x1=K is monotone increasing in x � 0,
one can see that the static forwarding policy~p� is equivalent
to choosing K relay nodes rc1 ; . . . ; rcK based on Ef ~Dig (i ¼
1; . . . ; n). Let Ef ~D½l�g be the lth smallest one among Ef ~Dig
(i ¼ 1; . . . ; n). Then, from eqs. (19) and (21), the guaranteed
delay bound under the static forwarding policy~p� becomes

EfDg~p� �
YK
l¼1
½Ef ~D½l�g�1=K: (22)

Similar to a special case K ¼ n in Section 4.2, as in
eq. (22), the guaranteed delay bound by the static for-
warding policy ~p� under K-copies constraint is nothing
but a geometric mean of the K smallest ones among n
message delivery delays of multicopy two-hop relay pro-
tocol, each of which is obtained under each decomposed
network Ni (as shown in Fig. 3) that consists of a direct
path and K i.i.d. two-hop relay paths with parameters
�sri and �rid. Then, from the closed-form expression of

Ef ~Dig in eq. (12), we immediately have a closed-form
expression of the guaranteed delay upper bound in
eq. (22), which will be useful in evaluating the perfor-
mance gain achieved through exploiting the heterogene-
ity in mobile nodes’ contact dynamics.

Remark 4. When K ¼ 1, the guaranteed delay bound under
the static forwarding policy~p� in eq. (22) becomes identi-
cal to the original expression of EfDg~p� from eq. (6). By

the forwarding policy ~p�, and from eqs. (6) and (11), one

can see that EfDg~p� ¼ Ef ~D½1�g ¼ mini EfTsd; Tsri þ Tridg,
i.e., the equality in eq. (22) holds.

Remark 5. Similar to Remark 1, forK < n, when the network
is homogeneous with �ij ¼ �, the delay upper bound by
the static forwarding policy ~p� in eq. (22) becomes equal
to the expression of EfDg~p� from eq. (6). Since the expres-

sion of Ef ~Dig in eq. (11) is the same for all i, the forward-
ing policy~p� (in the form of ½1; . . . ; 1; 0; . . . ; 0�) becomes to
choose any K relay nodes among n possible nodes and
thus the equality in eq. (22) holds.

6 A DYNAMIC FORWARDING POLICY

We next develop a dynamic forwarding policy leveraging
the benefit of changing relay nodes (or paths) on the fly
upon encounter as an extension of the static forwarding
policy ~p�, in order to further improve the delay perfor-
mance. While the static forwarding policy exploits the het-
erogeneity in contact dynamics, it does not capture such a
benefit since it works based on a predetermined set of relay
nodes. The expected utility of each mobile node as a relay
node is changing over time depending on when and who a
source node encounters, and thus the opportunistic nature
of node mobility can be exploited in improving the static
forwarding policy~p� in order to achieve smaller delay.

Consider an example scenario depicted in Fig. 4 with
K ¼ 1. Then, observe that

Ef ~Dig ¼ EfminfTsd; Tsri þ Tridgg ¼
�sd þ �sri þ �rid

ð�sd þ �sriÞð�sd þ �ridÞ
;

and hence Ef ~D1g ¼ 14:4 minutes and Ef ~D2g 	 20:61
minutes. By the static forwarding policy ~p�, source s will
only forward a message copy to relay node r1 (in addition
to direct forwarding of the message to destination d), regard-
less of whether encountering node r2 earlier than node r1.
Suppose that source s first encounters node r2 at time t > 0.
If the source forwards a message copy to node r2 instead of
waiting the predetermined relay node r1, then the expected
delay from that time t, say EfDtg, will be EfDtg ¼ Efmin
fTsd; Tr2dgg ¼ 1=ð�sr2 þ �sdÞ ¼ 8 minutes. However, if the

source ignores this forwarding opportunity and keeps

Fig. 4. An example scenario for a source-destination pair with two possi-
ble relay nodes. The average inter-contact time for each node pair is
shown along the arrow.
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waiting until to encounter node r1 as in the static forward-
ing policy, then the expected delay (from that time t) will
still be EfDtg ¼ 14:4 minutes due to the memoryless prop-
erty of exponential inter-contact time distribution for each
node pair. By properly re-evaluating the expected utility of
each node as a relay node upon encounter, the static for-
warding policy can be modified to opportunistically utilize
relay nodes outside the predetermined set of relay nodes,
thus leading to smaller delay.

Per-contact routing proposed in Ref. [31] already
exploits such a benefit of changing (or re-computing) a
routing path for single-copy message forwarding, i.e., a
node having a message re-computes the next hope for
the message each time a contact arrives. In single-copy
message forwarding, the average delay over each routing
path is nothing but the sum of average inter-contact
times of nodes pairs in the path, and thus it is easy to
compare each routing path with previously computed
routing path(s). In contrast, it is non-trivial to find a for-
warding rule—how to change relay paths on the fly for
multi-copy message forwarding, theoretically guarantee-
ing better delay performance. Thus motivated, we below
propose a dynamic forwarding policy as an extension of
the static forwarding policy ~p� and prove that the
dynamic forwarding policy leads to smaller (or equal)
average delay than the static policy.

First, suppose that, after a message arrives at source s
at time 0 to be delivered to destination d, the source has
not encountered the destination until time t > 0. We
define by Ct an index set of relay candidates that were
chosen to receive message copies from the source upon
encounter, but have not received the message copies till
time t. We also define by F t another index set of relay
nodes that have received message copies from the source
by time t. Then, one can see that under the static for-
warding policy ~p� for a given K, the index set C0 (at time
0) is set to C0 ¼ fc1; c2; . . . ; cKg, where fc1; c2; . . . ; cng is a
permutation of f1; 2; . . . ; ng while satisfying aclðKÞ
¼ a½l�ðKÞ, or equivalently, Ef ~Dclg ¼ Ef ~D½l�g, for all l ¼ 1;

2; . . . ; n. Note that aiðKÞ � ajðKÞ if, and only if, Ef ~Dig �
Ef ~Djg. Also, under the static forwarding policy,
Ct
S F t ¼ fc1; . . . ; cKg ¼ C0 for all t � 0. That is, the static

policy predetermines a set of relay nodes frc1 ; . . . ; rcKg,
and use them only in delivering message copies to desti-
nation d. However, as seen from the above motivating
example, it is better to opportunistically utilize relay
nodes upon encounter that do not belong to the set
frc1 ; . . . ; rcKg instead of relying solely on the predeter-

mined relay nodes, while satisfying the constraint K on
the number of message copies. Our proposed dynamic
forwarding policy specifies such an opportunistic relay
selection and is given as follows. Here the only difference
between the dynamic and static policies is the addition of
the nested ‘if’ statement with its sub-routines (3)-(4).

We below show that the dynamic forwarding policy
leads to smaller average delay than the static policy. For
this performance comparison, let Ddp and Dsp be the
delay under the dynamics and static forwarding policies
with K message copies, respectively. Note that EfDspg ¼
EfDg~p� .

A Dynamic Forwarding Policy (with a givenK)

1. Initialization (at time t ¼ 0):
C0  fc1; c2; . . . ; cKg and F 0  ;

2. For node ri upon encounter (at time t > 0):
If i 2 Ct� ,

(1) Forward a message copy to node ri.
(2) Ct  Ct� n fig and F t  F t�

S fig
Else

If there exists j 2 Ct� such that EfTridg � EfTsrjg þ
EfTrjdg,

(3) Forward a message copy to node ri.
(4) Ct  Ct� n fjg and F t  F t�

S fig
Else

(5) Skip node ri.

To proceed, we need the following definitions and lem-
mas. In the definition for stochastic orderings between two
random variables X and Y , we denote X �ð�Þ Y , if Eff
ðXÞg � EffðY Þg for a class of functions f for which the
expectation exists. In the following definitions, ‘increasing’
means ‘non-decreasing’.

Definition 1 ([32], [33]). For a nonnegative random variable X
with density function f , if the failure rate gðtÞ , fðtÞ= PfX >
tg is increasing in t � 0, thenX is said to be an increasing fail-
ure rate (IFR) random variable.

Definition 2 ([32], [33]). (i) X is said to be stochastically larger
than Y (denoted by X �st Y ) if EffðXÞg � EffðY Þg holds
for any increasing function f, or equivalently if PfX > ug �
PfY > ug for all u 2 R. (ii) We also define the convex (resp.
concave, and increasing concave) order, written X �cx Y
(resp. X �cv Y , andX �icv Y ), if EffðXÞg � EffðY Þg holds
for any convex (resp. concave, and increasing concave) func-
tion f.

Lemma 1. LetX1; X2; Y be independent exponential random var-
iables. Then, if EfX1g þ EfX2g � EfY g, then X1 þX2

�icv Y .

Proof. X1 and X2 are IFR, as their failure rates are constant.
It is also known that Z , X1 þX2 is IFR (closure under
convolution) [32], [33]. Let Ze be an independent expo-
nential variable with mean EfZeg ¼ EfZg. It is known
that for the IRF random variable Z, we have Z �cx Ze

[32], [33]. Also, by noting that f is concave if �f is con-
vex, from Definition 2, Z �cx Ze implies that Z �cv Ze

and so Z �icv Ze. In addition, it is not difficult to see that
if EfZeg � EfY g, then Ze �st Y , and so by Definition 2,
Ze �icv Y . Thus, Z �icv Ze �icv Y , which completes the
proof. tu

Lemma 2. Let X1; X2; . . . ; Xm be independent random variables.
If we define another independent random variable Yj satisfying
Xj �icv Yj for some j, then

EfminfX1; X2; . . . ; Xj; . . . ; Xmgg
� EfminfX1; X2; . . . ; Yj; . . . ; Xmgg:

Proof. Let I ¼ f1; 2; . . . ;mg n fjg be an index set. Observe
that
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EfminfX1; X2; . . . ; Xj; . . . ; Xmg j Xi ¼ xi; i 2 Ig
¼ Efminfx1; x2; . . . ; Xj; . . . ; xmg j Xi ¼ xi; i 2 Ig
¼ Efminfx1; x2; . . . ; Xj; . . . ; xmgg
� Efminfx1; x2; . . . ; Yj; . . . ; xmgg
¼ EfminfX1; X2; . . . ; Yj; . . . ; Xmg j Xi ¼ xi; i 2 Ig;

where the second equality is from the independence of
X1; . . . ; Xm, the inequality is from Yj �icv Xj as minfz1;
z2; . . . ; zng is increasing and concave in each argument
while the other arguments are held fixed, and the
last equality is from the independence of X1; . . . ;
Yj; . . . ; Xm. Taking expectations in both sides gives the
result. tu
We then present the following.

Proposition 2. For a givenK, EfDdpg � EfDspg.
Proof. Recall that the only difference between the static and

dynamic forwarding policies is the nested ‘if’ statement
with sub-routines (3)–(4). It is thus enough to show that
performing this process upon encounter with each node
ri leads to smaller average delay. Consider n� 1 variants
of the dynamic forwarding policy, each of which
performs such a routine only up to the first k encountered
relay nodes among n relay nodes fr1; r2; . . . ; rng, where

k ¼ 1; 2; . . . ; n� 1. Let Ddp
ðkÞ be the resulting delay under

the kth variant of the dynamic forwarding policy. Then,
we below show that

EfDspg � EfDdp
ð1Þg � EfDdp

ð2Þg � � � � � EfDdp
ðn�1Þg � EfDdpg:

Let RðkÞ, k ¼ 1; 2; . . . ; n, be the kth relay node that
source s meets, in the encounter order, among n relay
nodes. Let also TðkÞ be the kth order statistic of Tsr1 ;

Tsr2 ; . . . ; Tsrn , representing the time when source s

encounters node RðkÞ. For notational simplicity, we

define

At , min
�
Trfdjf 2 F t�

�
Bt , min

�
Tsrc þ Trcdjc 2 Ct� n fjg

�
:

We first show that EfDspg � EfDdp
ð1Þg. Observe that

E
�
Dsp j Dsp < Tð1Þ

� ¼ E
�
Tsd j Tsd < Tð1Þ

�
¼ E

�
Ddp
ð1Þ j Ddp

ð1Þ < Tð1Þ
�
:

(23)

This follows since the events
�
Dsp < Tð1Þ

�
and

�
Ddp
ð1Þ <

Tð1Þ
�

under both policies are equivalent to the event

that source s encounters destination d before any of n
relay nodes, i.e., fTsd < Tð1Þg. On the other hand,

assuming that the condition of the ‘if’ statement is sat-
isfied when source s encounters node Rð1Þ ¼ i (i.e.,

there exists j 2 CT�ð1Þ such that EfTridg � EfTsrjgþ
EfTrjdg), we have

E
�
Dsp j Dsp > Tð1Þ; Rð1Þ ¼ i; Tð1Þ ¼ t

�
¼ tþ E

�
min

�
Tsd; Bt; Tsrj þ Trjd

��
� tþ E

�
min

�
Tsd; Bt; Trid

��
¼ E

�
Ddp
ð1Þ j Ddp

ð1Þ > Tð1Þ; Rð1Þ ¼ i; Tð1Þ ¼ t
�
;

where the equalities are from the memoryless property of
exponential random variables fTijg, and the inequality is
from Lemmas 1-2. In addition, if the condition of the ‘if’
statement is not satisfied, both conditional expectations
become identical. We thus have

E
�
Dsp jDsp > Tð1Þ; Rð1Þ ¼ i; Tð1Þ ¼ t

�
� E

�
Ddp
ð1Þ jDdp

ð1Þ > Tð1Þ; Rð1Þ ¼ i; Tð1Þ ¼ t
�
:

(24)

Then, we define by fTð1ÞjDsp>Tð1Þ;Rð1Þ¼iðtÞ the conditional
density function of Tð1Þ given thatDsp > Tð1Þ and Rð1Þ ¼ i,

so that

fTð1Þ jDsp>Tð1Þ;Rð1Þ¼iðtÞdt

	 PfTð1Þ 2 ðt; tþ dtÞ; Dsp > Tð1Þ; Rð1Þ ¼ ig
PfDsp > Tð1Þ; Rð1Þ ¼ ig :

Similarly for f
Tð1ÞjDdp

ð1Þ>Tð1Þ;Rð1Þ¼i
ðtÞ. Here we can see that

fTð1ÞjDsp>Tð1Þ;Rð1Þ¼iðtÞ ¼ f
Tð1ÞjDdp

ð1Þ>Tð1Þ;Rð1Þ¼i
ðtÞ. By noting that

�
Dsp < Tð1Þ

� 
 �Ddp
ð1Þ < Tð1Þ

�
, this can be easily seen from

PfDsp < Tð1Þ j Tð1Þ 2 ðt; tþ dtÞ; Rð1Þ ¼ ig
¼ P

�
Ddp
ð1Þ < Tð1Þ j Tð1Þ 2 ðt; tþ dtÞ; Rð1Þ ¼ i

�
;

and PfDsp < Tð1Þ j Rð1Þ ¼ ig ¼ PfDdp
ð1Þ < Tð1Þ j Rð1Þ ¼ ig.

Thus, from eq. (24), we have

E
�
Dsp j Dsp > Tð1Þ; Rð1Þ ¼ i

� � E
�
Ddp
ð1Þ j Ddp

ð1Þ > Tð1Þ; Rð1Þ ¼ i
�
:

Since

PfRð1Þ ¼ i j Dsp > Tð1Þg

¼ PfRð1Þ ¼ igð1� PfDsp < Tð1Þ j Rð1Þ ¼ igÞ
PfDsp > Tð1Þg

¼
PfRð1Þ ¼ ig1� P

�
Ddp
ð1Þ < Tð1Þ j Rð1Þ ¼ i

��
P
�
Ddp
ð1Þ > Tð1Þ

�
¼ P

�
Rð1Þ ¼ i j Ddp

ð1Þ > Tð1Þ
�
;

it then follows that

E
�
Dsp j Dsp > Tð1Þ

� � E
�
Ddp
ð1Þ j Ddp

ð1Þ > Tð1Þ
�
: (25)

Therefore, from eqs. (23) and (25), together with P
�
Dsp <

Tð1Þ
� ¼ P

�
Ddp < Tð1Þ

�
, we have EfDspg � EfDdp

ð1Þg.
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Similarly, we can show that EfDdp
ðk�1Þg � EfDdp

ðkÞg,
k ¼ 1; 2; . . . ; n� 1. The only difference between the
ðk� 1Þth and kth variants of the dynamic policy is
whether to perform the process of changing a relay path
(or node) upon encounter with the kth encountered relay
node, implying that both policies are identical in
their operations up to the first k� 1 encountered nodes.
Hence, we have

E
�
Ddp
ðk�1Þ j Ddp

ðk�1Þ < TðkÞ
� ¼ E

�
Ddp
ðkÞ j Ddp

ðkÞ < TðkÞ
�
:

In addition, as was done before, if the condition of the ‘if’
statement holds for the kth encountered node RðkÞ ¼ i,
then

E
�
Ddp
ðk�1Þ j Ddp

ðk�1Þ > TðkÞ; RðkÞ ¼ i; TðkÞ ¼ t
�

¼ tþ E
�
min

�
Tsd; At; Bt; Tsrj þ Trjd

��
� tþ E

�
min

�
Tsd; At; Bt; Trid

��
¼ E

�
Ddp
ðkÞ j Ddp

ðkÞ > TðkÞ; RðkÞ ¼ i; TðkÞ ¼ t
�
:

If otherwise, the conditional expectations remain the
same. Thus, following the same lines as above, we can
arrive at

E
�
Ddp
ðk�1Þ

� � E
�
Ddp
ðkÞ
�
:

In a similar way, we can also show EfDdp
ðn�1Þg � EfDdpg,

which completes the proof. tu

7 PERFORMANCE EVALUATION

In this section, we provide simulation results for perfor-
mance evaluation of static and dynamic forwarding policies
and to support our analytical results. In particular, we pres-
ent our quantitative study on the benefit of exploiting the
heterogeneity in mobile nodes’ contact dynamics through
comparisons with the case of assuming that the network is
homogenous and the optimal forwarding policy obtained
under the homogeneous network.

We first consider the following heterogeneous network
setting (labeled ‘uniform’) with jN j ¼ 22. We set the average
inter-contact time between nodes i and j, or 1=�ij, to be cho-
sen from a continuous uniform distribution over a range from
200 seconds to 39,800 seconds (with mean 20,000 seconds).
Let �m :¼Pi2N

P
j6¼i 1=�ij=ðjN jðjN j � 1ÞÞ be the overall aver-

age inter-contact time over all node pairs. Then, in the corre-
sponding homogeneous network setting, we set 1=�ij ¼ �m
for all i; j (i 6¼ j), so that the overall average inter-contact
time over all node pairs is the same for both settings.

Fig. 5 depicts analytical and simulation results for the
average delay obtained via the static forwarding policy per
each given number of message copies under the heteroge-
neous and corresponding homogeneous network settings.
Given the number of message copies, we obtain the analyti-
cal result for the average delay of the static forwarding pol-
icy for the uniformly chosen source-destination pair (a
statistical average of the average delays for all possible
source-destination pairs) by computing the guaranteed
delay bound of the static policy in eq. (22). Note that this
delay bound is also the delay upper bound for the dynamic

forwarding policy as can be seen from Proposition 2.
We also implement a custom event-driven simulator using
C++, where random contacts of each node pair occur
according to a Poisson process with its contact rate, and pro-
vide simulation results for the actual average delay of the
static forwarding policy for the uniform source-destination
pair per each given number of message copies. In addition,
we provide simulation results for the average delay of the
dynamic forwarding policy under the heterogeneous net-
work setting.

Fig. 5 shows that very few message copies with the static
policy (2-3 copies) and dynamic policy (1-2 copies) under the
heterogeneous network setting are only needed to achieve
the same delay performance as the performance limit of any
two-hop relay forwarding policy under its homogeneous
counterpart. Here, the performance limit is the minimum
delay achieved at the expense of unlimited message copies
(20 message copies) by multicopy two-hop relay protocol,
and is represented by the horizontal thick line in Fig. 5. This
implies that we can save more than 85 percent of message
copies under the heterogeneous network setting, which is
significantly helpful in reducing overall resource consump-
tion over the network. From Fig. 5, we also observe that the
dynamic policy leads to smaller (or equal) average delay
than the static policy, confirming Proposition 2.

In addition, Fig. 5 exhibits that the delay upper bound of
the static policy (i.e., the RHS of eq. (22)) is closed to its
actual performance under the heterogeneous network set-
ting, while it is the exact delay under the homogeneous net-
work setting as in Remarks 1 and 5. We can also see a
slightly increasing behavior of the delay bound, which can
be explained as follows: Recall that the RHS of eq. (22) can
be written in a form of the product of Lq norms as in eq. (19),
i.e.,

Qm
l¼1 a½l�ðmÞ, where aiðmÞ ¼ kfiðTsdÞkm for i ¼ 1; . . . ; n.

Also, since aiðmÞ is monotone increasing in m � 1 and
aiðmÞ � 1 as mentioned in Section 5, it is possible thatQm

l¼1 a½l�ðmÞ �
Qm

l¼1 a½l�ðmþ 1Þ � a½mþ1�ðmþ 1Þ when delay

reduction by adding a½mþ1�ðmþ 1Þ becomes not significant.

However, as shown in Fig. 5, the increasing behavior of the
delay bound is not problematic and the delay bound is still
useful when compared to its actual performance.

Fig. 5. Average delay achieved via the static and dynamic forwarding
policies per each given number of message copies under the heteroge-
neous network setting (‘uniform’) and its corresponding homogeneous
setting.
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Fig. 6 presents a performance comparison, in terms of
average delay, between the dynamic forwarding policy and
‘homogeneous-optimal’ forwarding policy under the same
heterogeneous setting, when varying the number of mes-
sage copies. Here, the homogeneous-optimal policy is the
optimal two-hop policy under any homogeneous network
that simply makes message copies to any first encountered
nodes up to the given number of copies. As can be seen from
Fig. 6, we observe that our dynamic policy leads to consider-
able performance improvement over the homogeneous-opti-
mal policy (up to about 40 percent improvement with one
message copy) when the number of message copies allowed
in the network is small. On the other hand, for the large
number of message copies, the performance of both policies
become almost the same and close to the performance of
multicopy two-hop relay protocol (with unlimited message
copies). To see this, we also refer to Fig. 5. Nonetheless, we
emphasize that the performance of our dynamic policy with
small message copies (2-3 copies) is already comparable to
that of the multicopy two-hop relay protocol.

We next repeat the same procedure as above for another
heterogeneous network setting (labeled ‘exponential’) with
jN j ¼ 22. In this heterogeneous setting, we set the average
inter-contact time between nodes i and j, or 1=�ij, to be chosen

from an exponential distribution with mean 20,000 seconds.
For its homogeneous network counterpart, we also set
1=�ij ¼ �m for all i; j 2 N and i 6¼ j, so that the overall average
inter-contact time over all node pairs remains the same for
both settings.

Fig. 7 shows the average delay achieved via the static and
dynamic forwarding policies under the heterogeneous net-
work setting and its homogeneous counterpart, while vary-
ing the number of message copies. We observe that only one
message copy via both policies is sufficient to achieve (or
even better than) the optimal delay at the expense of unlim-
ited message copies under the homogeneous setting. We
also see that the dynamic policy gives no worse performance
than the static policy, which corroborates Proposition 2,
although the performance difference is not noticeable. In
addition, Fig. 8 presents the performance comparison
between the dynamic policy and homogeneous-optimal pol-
icy under the same heterogeneous setting, and again exhib-
its the remarkable performance improvement by the
dynamic policy (up to about 50 percent improvement with
one message copy) for the small number of message copies.

We further continue our investigation over a real Blue-
tooth contact trace (Infocom) [2] which was collected in a
conference environment. It contains 41 nodes’ contact

Fig. 6. Performance comparison between the dynamic forwarding policy
and homogeneous-optimal forwarding policy, while varying the number
of message copies.

Fig. 7. Average delay achieved via the static and dynamic forwarding
policies under the heterogeneous network setting (‘exponential’) and its
homogeneous counterpart, when the number of message copies
changes.

Fig. 8. Performance comparison between the dynamic forwarding policy
and homogeneous-optimal forwarding policy, with different number of
message copies.

Fig. 9. Average delay performance of the static and dynamic forwarding
policies under the heterogeneous network setting (‘trace-based’) and its
corresponding homogeneous setting, when varying the number of mes-
sage copies.
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information over three days, from which we here use 22
nodes’ information (jN j ¼ 22). The 22 nodes were randomly
chosen out of the total 41 nodes, each of which has non-zero
contact records (histories) with the other 21 nodes. In order
to adopt this trace under the heterogeneous network model,
we extract the average pairwise inter-contact times of all
node pairs and use them under the heterogeneous network
model. A histogram of the average pairwise inter-contact
times over all considered node pairs is presented in Fig. 11.
Similar to the above, for the homogeneous network setting,
we set �m ¼ 18;098 seconds—the overall average inter-con-
tact time over all considered node pairs. In the event-driven
simulation, random contacts of each node pair are gener-
ated according to a Poisson process with its contact rate
extracted from the trace for the heterogeneous network set-
ting (labeled ‘trace-based’) and with rate 1=�m for its corre-
sponding homogeneous setting.

Fig. 9 shows the average delay performance of the static
and dynamic forwarding policies per each given number of
message copies under the heterogeneous network setting
and its homogeneous counterpart. We again achieve the sig-
nificant performance improvement (2-3 copies are enough)
as similarly observed in the previous cases. This perfor-
mance gain becomes apparent, since the average inter-con-
tact times are quite heterogeneous over different node pairs
as depicted in Fig. 11. As predicted from Proposition 2, the
dynamic policy also leads to better (or equal) delay perfor-
mance than the static policy. In addition, Fig. 10 depicts the
performance comparison between the dynamic policy and
homogeneous-optimal policy, and again demonstrates the
performance improvement by the dynamic policy (up to
about 30 percent improvementwith one message copy) for the
small number of message copies.

It is worth noting that there is a caveat for the significant
performance gain by exploiting the heterogeneity of contact
behaviors among different nodes. In fact, the gain does not
come for free, but still requires that each node has to esti-
mate its contact rates to other nodes and also share the infor-
mation with others. On the other hand, it is known that the
contact rate for each node pair is highly related to their
social relationship in a community (or network) [5]. The
social relationship also normally remains stable over time.
Thus, we expect that such performance gain can still be
achievable in real scenario.

8 CONCLUSION

We have demonstrated the significant performance gain
obtained from exploiting the heterogeneity in mobile nodes’
contact dynamics. In particular, we showed that under vari-
ous heterogeneous network settings only a small fraction of
total (unlimited) message copies, via our static and dynamic
forwarding policies, are sufficient to achieve the same delay
as the optimal delay using unlimited copies when the net-
works become homogeneous. We also showed that our
dynamic forwarding policy exhibits considerable perfor-
mance improvement over the homogeneous-optimal for-
warding policy when the number of message copies
allowed in the networks is small. We expect that our analyt-
ical work provides fundamental insights on the attainable
performance gain by exploiting the underlying heterogene-
ity structure and complements the existing empirical stud-
ies on the design of heterogeneity-aware forwarding/
routing algorithms.
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